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#### Abstract

Information security incidents frequency has been increasing dramatically, the aim of this study is to analyze the state-space reachability problems through the transition of vulnerable status after the informative system vulnerability exposure. In this research we took into consideration the time factor to analyze the arrival time to reachable states problem discussed in stochastic Petri nets. The mean arrival time and variance of the process between starting from an initial state and arriving at reachable states. We will therefore elaborate a novel model based on the semi-Markov stochastic Petri nets model for analyzing the period between the exposure of the vulnerability and the completion of its patch. We use the semi-Markov process to analyze the state-space reachability problems of the stochastic Petri nets, resulting in a novel model for software vulnerability patch management. Moreover, we include also the concept of discounted multi-objective semi-Markov decision process to obtain the total of the efficient extreme point set.
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## 1 Introduction

Along with the growing importance of information systems all over the globe, a new technology was born and pushed human life style toward the cyber-society of knowledge-based economy. The usage of information technology changed people's life, environment and even their value. A new era therefore started. However, even if we enjoy today a more and more convenient life, we face at the same time the new threats of information security. Due to the significant importance of internet and system software, the frequency of network attacks increased also. The countless categories or sources of these dangers have a very negative impact on information security, even affecting the economy [1,12]. These attacks will not only result in information security incidents but also damage the informative system itself or at the extreme edge paralyze the entire network. In general, most of the internet assaults are using the vulnerabilities caused by misconfiguration or non-patch of the informative system [2,3,5,7,17].

In the actual word, assuming that a multinational enterprise has more than 30,000 employees all over the globe, the users of its system including office personnel
and tele-worker, and that the information assets include more than 30,000 devices. Usually there is not enough time to deploy and update the patch of vulnerability, the attack may occur before.

In recent years, the frequency of zero-day attack increased a lot, the vulnerabilities amount of the application already surpassed the vulnerabilities amount of the operating system itself [26]. In the studies related to the field of optimal patching policies, [15] proposed a mathematical model for trade-off between the confidentiality and availability when considering the release of the vulnerability patch. Through this model, they calculated the optimal frequencies of regular and irregular patching.

In our study, we use the semi-Markov process to analyze the state-space reachability problems of the stochastic Petri nets, modeling a software vulnerability patch management system. In the concept of Petri nets, it is assumed that all transitions occur instantaneously. On our side we enlarge the concept to stochastic Petri nets to neutralize the limitation of this assumption in the real world. At the same time, we analyze the state-space reachability problems of the stochastic Petri nets, and

[^0]explain individually the reachable states of the Petri nets: serial, parallel, self-loop. Plus also the general case in which the three states combine together. Moreover, we also take into consideration the discounted multi-objective semi-Markov decision process, applying the policy iteration to solve the equation to obtain the total set of the efficient extreme point $[10,11,14,16]$.

The structure of this paper is briefly explained as below: Section 1 is the introduction. Section 2 is the related works presentation, including the semi-Markov process and stochastic Petri nets. Section 3 analyzes the application of the semi-Markov process on Petri nets. Section 4 is the study of discounted multi-objective semi-Markov decision process. Finally, the research will be concluded in Section 5.

## 2 Related works

### 2.1 Semi-Markov process

The Markov decision process has already been widely used in the field of management science [13]. As an example the solved problems include: queueing theory, inventory theory, maintenance of equipment and dynamic programming etc... all of them are applicable for the Markov decision process model, through which we can obtain an optimal policy to manage all these complex problems. However, the common continuous-time Markov process assumes that its continuous time does not violate the exponential distribution. Therefore, there are some limitations on usage in the real world. In other words, the common continuous-time Markov process is only one special case of the semi-Markov process $[6,20$, $21,24,25,27,28]$. The application range of the semi-Markov process on decision making is much bigger than the continuous-time Markov process.

Usually the semi-Markov process is for achieving a single objective, while in reality the decision maker needs a multi-objective system which can optimize the decision process toward several targets. But, contradiction may occur between the various objectives, as an example: pursue profit maximization and cost minimization, or the objectives don't have a uniform conversion unit, all these leading to the problem of multi-objective programming. [18] already mentioned this concept in his studies, however it was [19] whom proposed it via a mathematical model listing the problems of vector maximization and solved efficiently the maximum constraint. After this point, studies started to flourish in this field of research $[4,8]$.

### 2.2 Stochastic Petri nets

The primary design and application of Petri nets was for systems modeling, especially on mutually independent
components. Through application on a system with cooperative control problems, Petri nets could elaborate a model describing its internal structure and let us realize which nodes were the key of the system itself [23]. The importance of the time factor was usually significant on system research therefore in this study we included the time factor when analyzing the arrival time problem of the reachable states of the Petri nets. From the mean arrival time and variance between the initial state and the arrival at a reachable state. This move provides us with a better analytic tool when building the dynamical system from Petri nets.

In the concept of Petri nets, the transition is accomplished instantaneously, meaning that the symbolized event or action is finished immediately with a zero need of time and implying that two events or actions cannot happen at the same time. But in a real system, all kinds of transition need time, the difference being the duration [9,22]. Therefore, in this study we assume that the time needed for each transition is a random variable and provide it with probability distribution function, and that the probability that two events or actions occur at the same time is zero, the result being the stochastic Petri nets. Through the process mentioned above, we are then able to solve the limitation on Petri nets.

In this study, $t$ symbolizes time, $T$ means transition. There are two parameters for each transition $T$, in GERT (Graphical Evaluation and Review Technique) they are ( $p_{i}$, $t_{i}$ ), in the semi-Markov process they are ( $p_{i j}, \tau_{i j}$ ). $p_{i}$ and $p_{i j}$ both represent the probability of transition, while $t_{i}$ and $\tau_{i j}$ both represents the time needed for this transition. Of course, $p_{i}, p_{i j} \geqslant 0$, and starting from a random state $\sum p_{i}=$ $\sum p_{i j}=1$.

As a summary, in this study we classify the reachable states of stochastic Petri nets as serial, parallel, self-loop. After this, we convert them into GERT and semi-Markov process flowchart, analyzing and solving them by their respective manner.

## 3 An approach to semi-Markov stochastic Petri nets

This study focuses on the arrival states problem of the stochastic Petri nets, in other word in it we analyze the mean arrival time and variance during the process between the starting point of a state toward another state we arrive after several transitions. We discuss briefly and separately about the four different situations: serial, parallel, self-loop and general case.

### 3.1 Serial

The state on Petri net is serial, as shown in Fig. 1. Fig. 1 (a) is the reachability tree. After spreading Fig. 1 (b) we obtain the token machine as shown in Fig. 1 (c). $p_{i j}$ represents the
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Fig. 2 Parallel.
frequency from the initial state 1 to the final state 2 : $\bar{k}=1 /\left(1-p_{11}\right)$, the variance: $\check{k}=p_{11} /\left(1-p_{11}\right)^{2}$.
Theorem 3. If one of the Petri nets shows self-loop status, whatever the time needed for transition $\tau_{i j}$, its probability distribution function $h_{i j}(\cdot)$ is disparate or continuous. Then from the initial state 1 to the final state 2 , the mean arrival time: $\bar{t}=\overline{\tau_{1}} /\left(1-p_{11}\right)$, the second moment: $\overline{t^{2}}=\left(\overline{\tau_{1}^{2}}+2 p_{11} \overline{\tau_{1}} \bar{t}\right) /\left(1-p_{11}\right)$, then variance: $t=\overline{t^{2}}-\bar{t}^{2}$.

### 3.4 General Case

For the general case of Petri nets, the token machine of the reachable states can finally be simplified into the three types mentioned above, the theorem is the same as the simplified logic of the signal flow graph. As the example of Petri nets in Fig. 4 (a), the token machine of its reachable states is as in Fig. 4 (b).

From Theorem 4 and 5 we calculate $\bar{k}, \check{k}, \bar{t}$ and $\check{t}$, we can convert Fig. 4 (b) into the flowchart of semi-Markov process, as shown in Fig. 4 (c). Through even more simplification we solve the equation. The process only includes the disparate state of $h_{i j}(\cdot)$ while the state in which $h_{i j}(\cdot)$ is continuous can accept the same logic and deduction process.


Fig. 3 Self-loop.

Theorem 4. If one of the Petri nets show parallel phenomenon status, for each of the time needed for transition $\tau_{i j}$, its probability distribution function $h_{i j}(\cdot)$ is disparate, then from the initial state 1 to the final state 2 , the mean arrival time: $\bar{t}=\left.\frac{d}{d z} p_{12}^{g g}(1, z)\right|_{z=1}$, second moment: $\overline{t^{2}}=\left.\frac{d^{2}}{d z^{2}} p_{12}^{g g}(1, z)\right|_{z=1}+\bar{t}$, the variance: $\check{t}=\overline{t^{2}}$ $-\bar{t}^{2}$. On the other hand, the mean transition frequency from the initial state 1 to the final state $2, \bar{k}=\frac{d}{d y} p_{12}^{g g}$ $\left.(y, 1)\right|_{y=1}$, the second moment: $\overline{k^{2}}=\left.\frac{d^{2}}{d z^{2}} p_{12}^{g g}(1, z)\right|_{z=1}+\bar{k}$, the variance: $\check{k}=\overline{k^{2}}-\bar{k}^{2}$.
Theorem 5. If one of the Petri nets shows parallel phenomenon status, and for each transition the time needed is $\tau_{i j}$ and its probability function $h_{i j}(\cdot)$ is continuous, then from initial state 1 to final state 2 , the mean arrival time: $\bar{t}=-\left.\frac{d}{d s} p_{12}^{g e}(1, s)\right|_{s=0}$, second moment: $\overline{t^{2}}=\left.\frac{d^{2}}{d s^{2}} p_{12}^{g e}(1, s)\right|_{s=0}+\bar{t}$, variance: $\check{t}=\overline{t^{2}}-\bar{t}^{2}$. And the mean transition frequency from initial state 1 to final state 2 as $\bar{k}=\left.\frac{d}{d y} p_{12}^{g e}(y, 0)\right|_{y=1}$, second moment: $\overline{k^{2}}=\frac{d^{2}}{d y^{2}} p_{12}^{g e}$ $\left.(y, 0)\right|_{y=1}+\bar{k}$, variance: $\check{k}=\overline{k^{2}}-\bar{k}^{2}$.

### 3.5 Parallel phenomenon

Due to the fact that Petri nets can be used in systems modeling of cooperative processing problems, before analyzing the problems of nets with the time factor, we view every place as an individual state and therefore parallel phenomenon can happen. Regarding the fact that the previous theory is not adequate anymore, we assume
that from initial state 1 to final state 2 exist $n$ simultaneous paths. If we want to arrive at final state 2 by starting from state 1 and passing at the same time by these $n$ paths and their reachable state 2 . The process of semi-Markov is a below in Fig. 5.

If we wish to obtain the mean arrival time $\bar{t}$ and variance $\check{t}$ from state 1 to state 2 , we must first take $p_{12}^{(i) g g}(y, z)$ or $p_{12}^{(i) g e}(y, s), i=1,2, \ldots, n$ and do separate anti-geometric conversion or anti-exponential conversion, so that we can deduce the probability function $\tilde{t}_{i}$ of each separate path time variable and its probability density function. After this we take $\tilde{t}=\max \left(\tilde{t}_{1}, \tilde{t}_{2}, \ldots, \tilde{t}_{n}\right)$ and calculate $\bar{t}$ and $\check{t}$ from the probability function or probability density function of $\tilde{t}$. Thanks to the above analysis we can summarize Theorem 6.

Theorem 6. If the existence of a reachable state of Petri nets occurs along with parallel phenomenon (as shown in Fig. 5), then the mean arrival time $\bar{t}$ and variance $\check{t}$ from initial state 1 to final state 2 are as below:
(i) If $\tilde{t}_{i}$ are mutually independent and share the same cumulative distribution function $F(t)$ and probability density function $f(t)$, plus the fact that $f(t)$ is with positive value and continuous on $0 \leqslant t \leqslant \infty$ and zero in other places, then $\tilde{t}=\tilde{t}_{(n)}$, the probability density function of $\tilde{t}$ is:

$$
\begin{aligned}
g(t) & =\left\{\begin{array}{ll}
n[F(t)]^{n-1} f(t) & 0 \leqslant t \leqslant \infty \\
0 & \text { otherwise }
\end{array},\right. \\
\bar{t} & =\int_{0}^{+\infty} t \cdot g(t) d t, \\
\overline{t^{2}} & =\int_{0}^{+\infty} t^{2} g(t) d t, \\
t & =\overline{t^{2}}-\bar{t}^{2}
\end{aligned}
$$

(ii) If $\tilde{t}_{i}$ are mutually independent and do not share the same fractional function, letting $f_{i}(t)$ and $F_{i}(t)$ respectively represent the probability density function and cumulative distribution function of $\tilde{t}_{i}$, plus the fact that $f_{i}(t)=0, t<0$. Then, $\tilde{t}=\tilde{t}_{(n)}$ and the probability density function of $\tilde{t}$ is:

$$
\begin{array}{rlr}
g(t) & =\left\{\begin{array}{ll}
\prod_{i=1}^{n}\left[F_{i}(t)\right] \sum_{i=1}^{n}\left[\frac{f_{i}(t)}{F_{i}(t)}\right] & t \geqslant 0 \\
0 & t<0
\end{array},\right. \\
\bar{t} & =\int_{0}^{\infty} t \cdot g(t) d t, & \\
\overline{t^{2}} & =\int_{0}^{\infty} t^{2} g(t) d t, & \\
t & =\overline{t^{2}}-\bar{t}^{2} &
\end{array}
$$



Fig. 4 General case.
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Fig. 5 Parallel phenomenon.


Fig. 6 Modeling software vulnerability patch management.

### 3.6 Case study of software vulnerability patch management

Regarding information systems products and services, from receiving a vulnerability notice until its update, the process is modeled by Petri nets as in Fig. 6. $P_{i}$ are the ist places. $T_{j}$ are the $j$ st transitions. $P_{1}$ represents the arrival to vulnerability and awaiting for update. $P_{2}$ represents that the vulnerability is being updated. $P_{3}$ means that the update is finished and needs verification. $P_{4}$ means that the system is without loading. $P_{5}$ means that the update process is complete. $T_{1}$ means the update starts. $T_{2}$ means the update is finished and the verification already started. $T_{3}$ means that the update is complete and received certification. $T_{4}$ means that the update failed.

Assuming that the qualified rate of the update is 0.9 , the probability distribution function of the transition time needed for $T_{1}, T_{2}, T_{3}, T_{4}$ is $h_{i j}(m)$ and respectively are $1 / 4$ $(3 / 4)^{m-1}, 1 / 5(4 / 5)^{m-1}, 1 / 2(1 / 2)^{m-1}, 1 / 3(2 / 3)^{m-1}$, $m=1,2,3, \ldots$ helping us to calculate the mean time and variance of a vulnerability from its appearance until the update is complete. The token machine of this Petri nets is as shown in Fig. 7. Making the states 1, 2, 3, 4 respectively representing the states $(1,0,0,1,0),(0,1,0,0,0)$, $(0,0,1,0,0)$, and $(0,0,0,1,1)$. This is converted into the semi-Markov process as the flow chart in Fig. 8 shows it.

Using $f(n)=c \cdot a^{n}$ and converting it into $f^{g}(z)=$ $c /(1-a)$ and $f(n-k)$ through geometric, the result is


Fig. 7 Token machine of Petri nets for software vulnerability patch management.


Fig. 8 Semi-Markov process for software vulnerability patch management.
$z^{k} f^{g}(z)$, and:
$h_{12}(m)=1 / 4(3 / 4)^{m-1} \rightarrow h_{12}^{g}(z)=((1 / 4) z) /(1-3 / 4 z)$
$h_{23}(m)=1 / 5(4 / 5)^{m-1} \rightarrow h_{23}^{g}(z)=((1 / 5) z) /(1-4 / 5 z)$
$h_{34}(m)=1 / 2(1 / 2)^{m-1} \rightarrow h_{34}^{g}(z)=((1 / 2) z) /(1-1 / 2 z)$
$h_{31}(m)=1 / 3(2 / 3)^{m-1} \rightarrow h_{31}^{g}(z)=((1 / 3) z) /(1-2 / 3 z)$

$$
\begin{aligned}
P_{14}^{g g}(y, z) & =\frac{\frac{\frac{1}{4} z}{1-\frac{3}{4} z} \cdot \frac{\frac{1}{5} z}{1-\frac{4}{5} z} \cdot \frac{\frac{9}{10} z}{1-\frac{1}{2} z}}{\frac{\frac{1}{4} z}{1-\frac{3}{4} z} \cdot \frac{\frac{1}{5} z}{1-\frac{4}{5} z} \cdot \frac{\frac{1}{30} z}{1-\frac{2}{3} z}} \\
\therefore P_{14}^{g g}(1, z) & =\frac{\frac{9}{400} z^{3}-\frac{6}{400} z^{4}}{1-\frac{163}{60} z+\frac{329}{120} z^{2}-\frac{713}{600} z^{3}+\frac{241}{1200} z^{4}} \\
& =\frac{27 z^{3}-18 z^{4}}{1200-3260 z+3290 z^{2}-1462 z^{3}+241 z^{4}} .
\end{aligned}
$$

Therefore, we calculate the expected mean time needed from the arrival of vulnerability until its update is completed.

$$
\begin{aligned}
\bar{t} & =\left.\frac{\mathrm{d}}{\mathrm{~d} z} P_{14}^{g g}(1, z)\right|_{z=1} \\
& =\left.\frac{\mathrm{d}}{\mathrm{~d} z} \frac{27 z^{3}-18 z^{4}}{1200-3260 z+3290 z^{2}-1462 z^{3}+241 z^{4}}\right|_{z=1} \\
& =\left.\frac{9\left(10800 z^{2}-29160 z^{3}+29430 z^{4}-13160 z^{5}+2201 z^{6}\right)}{\left(1200-3260 z+3290 z^{2}-1462 z^{3}+241 z^{4}\right)^{2}}\right|_{z=1}
\end{aligned}
$$

$$
\cong 12.3
$$

$\overline{t^{2}}=\left.\frac{\mathrm{d}^{2}}{\mathrm{~d} z^{2}} P_{14}^{g g}(1, z)\right|_{z=1}+\bar{t} \cong 208$
The variance: $t=\overline{t^{2}}-\bar{t}^{2} \cong 56.7$

## 4 Study of discounted multi-objective semi-Markov decision process

In the field of software vulnerability patch management, two targets need to be achieved: confidentiality and availability. The decision makers wish to reach an optimal status for both of them, even if they are contradictory. We calculate the result through discounted multi-objective semi-Markov decision process and apply the policy iteration concept, obtaining the total set of efficient extreme point.

Assuming that in a problem of discounted multi-objective semi-Markov decision process, there are two states, $S=\{1,2\}$, respectively being "normally" and "to be patched". For each state we have three possible options, $K_{i}=\{1,2,3\}, \forall i \in S$, being: no action, apply the update, using alternative devices. We have here two goals to achieve: confidentiality and availability. We set the discount factor $\alpha=0.9,0 \leqslant \alpha<1$. Letting $F$ being the function set of from state space $S$ to policy space $K$. $F$ is a finite set. $F$ represents the decision vector under each state.

$$
\begin{aligned}
F & =\left\{f_{1}, f_{2}, f_{3}, \ldots, f_{9}\right\} \\
f_{j} & =\{1, j\}, j=1,2,3 \\
f_{3+j} & =\{2, j\}, j=1,2,3 \\
f_{6+j} & =\{3, j\}, j=1,2,3 .
\end{aligned}
$$

Assuming that $q_{i j}^{k}(0.9)=\int_{0}^{\infty} e^{-0.9 t} d Q_{i j}^{k}(t), i \in S, j \in S$, $k \in K_{i}$ is already known, we set:

$$
\begin{aligned}
& q\left(0.9, f_{1}\right)=\left[\begin{array}{cc}
0.6 & 0.12 \\
0.208 & 0.3
\end{array}\right] \\
& q\left(0.9, f_{5}\right)=\left[\begin{array}{cc}
0 & 0.6 \\
0.692 & 0
\end{array}\right] \\
& q\left(0.9, f_{9}\right)=\left[\begin{array}{cc}
0.43 & 0.21 \\
0.51 & 0.1
\end{array}\right] .
\end{aligned}
$$

The respective vectors of return are:
$\stackrel{\rightharpoonup}{\rho}(1,1)=\left[\begin{array}{c}25.2 \\ 28\end{array}\right], \vec{\rho}(1,2)=\left[\begin{array}{c}42 \\ 30.4\end{array}\right], \stackrel{\rightharpoonup}{\rho}(1,3)=\left[\begin{array}{c}16 \\ 15.2\end{array}\right]$
$\vec{\rho}(2,1)=\left[\begin{array}{c}20.1 \\ 18\end{array}\right], \stackrel{\rightharpoonup}{\rho}(2,2)=\left[\begin{array}{l}10.7 \\ 12.5\end{array}\right], \vec{\rho}(2,3)=\left[\begin{array}{c}18.4 \\ 20.2\end{array}\right]$.
I. Assuming that $\lambda=(0.4,0.6)$, and using the policy iteration concept to calculate, taking randomly a policy $f_{4}=\{2,1\}$ :

$$
\begin{aligned}
\stackrel{\rightharpoonup}{W}_{0.9}\left(1, f_{4}\right) & =\left[\begin{array}{l}
V_{1}\left(1, f_{4}\right) \\
V_{2}\left(1, f_{4}\right)
\end{array}\right] \\
& =\left[\begin{array}{c}
42+0 V_{1}\left(1, f_{4}\right)+0.6 V_{1}\left(1, f_{4}\right) \\
28+0 V_{2}\left(1, f_{4}\right)+0.6 V_{2}\left(1, f_{4}\right)
\end{array}\right] \\
\vec{W}_{0.9}\left(2, f_{4}\right) & =\left[\begin{array}{c}
20.1+0.208 V_{1}\left(1, f_{4}\right)+0.3 V_{1}\left(1, f_{4}\right) \\
18+0.208 V_{2}\left(1, f_{4}\right)+0.3 V_{2}\left(1, f_{4}\right)
\end{array}\right] .
\end{aligned}
$$

So, we obtain the two sets of simultaneous equations:

$$
\left.\begin{array}{l}
\left\{\begin{array}{l}
V_{1}\left(1, f_{4}\right)-0.6 V_{1}\left(2, f_{4}\right)=42 \\
-0.208 V_{1}\left(1, f_{4}\right)+0.7 V_{1}\left(2, f_{4}\right)=20.1
\end{array}\right. \\
\left\{\begin{array}{l}
V_{2}\left(1, f_{4}\right)-0.6 V_{2}\left(2, f_{4}\right)=28 \\
-0.208 V_{2}\left(1, f_{4}\right)+0.7 V_{2}\left(2, f_{4}\right)=18
\end{array}\right. \\
V_{1}\left(1, f_{4}\right)=72.08, V_{1}\left(2, f_{4}\right)=50.13
\end{array}\right\} \begin{aligned}
& V_{2}\left(1, f_{4}\right)=52.85, V_{2}\left(2, f_{4}\right)=41.42 \\
& \vec{\lambda} \vec{W}_{0.9}\left(i, \pi^{*}\right)=\vec{\lambda} \vec{W}_{0.9}\left(i, \pi^{*}\right) \\
& \pi^{*}=\left\{f_{3}\right\} .
\end{aligned}
$$

Making $E=\left\{\pi^{*}\right\}$, at this time $B$ is an empty set. Using the efficiently testing criteria, we test all the policies adjacent to $f_{3}$, its neighboring policy being $f_{1}(1,1), f_{2}(1,2), f_{6}(2,3), f_{9}(3,3)$.
(i)

$$
\begin{aligned}
& \stackrel{\rightharpoonup}{W}_{0.9}\left(1, f_{1}\right)=\left[\begin{array}{c}
25.2+0.6 V_{1}\left(1, f_{1}\right)+0.12 V_{1}\left(2, f_{1}\right) \\
28+0.6 V_{2}\left(1, f_{1}\right)+0.12 V_{2}\left(2, f_{1}\right)
\end{array}\right] \\
& \stackrel{\rightharpoonup}{W}_{0.9}\left(2, f_{1}\right)=\left[\begin{array}{c}
20.1+0.208 V_{1}\left(1, f_{1}\right)+0.3 V_{1}\left(2, f_{1}\right) \\
18+0.208 V_{2}\left(1, f_{1}\right)+0.3 V_{2}\left(2, f_{1}\right)
\end{array}\right]
\end{aligned}
$$

So, we obtain two sets of simultaneous equations:

$$
\begin{aligned}
& V_{1}\left(1, f_{1}\right)=77.12, V_{1}\left(2, f_{1}\right)=47 \\
& V_{2}\left(1, f_{1}\right)=83.69, V_{2}\left(2, f_{1}\right)=50.09
\end{aligned}
$$

Because $\vec{e}_{2}\left(2, f_{1}\right)<0$.
Therefore, $f_{1}$ does not support the efficiently testing criteria.
(ii)

$$
\begin{aligned}
& \stackrel{\rightharpoonup}{W}_{0.9}\left(1, f_{2}\right)=\left[\begin{array}{c}
25.2+0.6 V_{1}\left(1, f_{2}\right)+0.12 V_{1}\left(2, f_{2}\right) \\
28+0.6 V_{2}\left(1, f_{2}\right)+0.12 V_{2}\left(2, f_{2}\right)
\end{array}\right] \\
& \stackrel{\rightharpoonup}{W}_{0.9}\left(2, f_{2}\right)=\left[\begin{array}{c}
10.7+0.692 V_{1}\left(1, f_{2}\right)+0 V_{1}\left(2, f_{2}\right) \\
12.5+0.692 V_{2}\left(1, f_{2}\right)+0 V_{2}\left(2, f_{2}\right)
\end{array}\right]
\end{aligned}
$$

So, we obtain two sets of simultaneous equations:

$$
\begin{aligned}
& V_{1}\left(1, f_{2}\right)=82.76, V_{1}\left(2, f_{2}\right)=67.87 \\
& V_{2}\left(1, f_{2}\right)=92.19, V_{2}\left(2, f_{2}\right)=76.18
\end{aligned}
$$

Because $\vec{e}_{k}\left(i, f_{2}\right)>0, \forall k \in K_{i}, i \in S$.
Therefore, $f_{2}$ does support the efficiently testing criteria.
(iii)

$$
\begin{aligned}
& \stackrel{\rightharpoonup}{W}_{0.9}\left(1, f_{6}\right)=\left[\begin{array}{c}
42+0.6 V_{1}\left(2, f_{6}\right) \\
30.4+0.6 V_{2}\left(2, f_{6}\right)
\end{array}\right] \\
& \stackrel{\rightharpoonup}{W}_{0.9}\left(2, f_{6}\right)=\left[\begin{array}{c}
18.4+0.51 V_{1}\left(1, f_{6}\right)+0.1 V_{1}\left(2, f_{6}\right) \\
20.2+0.51 V_{2}\left(1, f_{6}\right)+0.1 V_{2}\left(2, f_{6}\right)
\end{array}\right]
\end{aligned}
$$

So, we obtain two sets of simultaneous equations.

$$
\begin{aligned}
& V_{1}\left(1, f_{6}\right)=82.78, V_{1}\left(2, f_{6}\right)=67.49 \\
& V_{2}\left(1, f_{6}\right)=66.92, V_{2}\left(2, f_{6}\right)=60.52
\end{aligned}
$$

Because $\vec{e}_{1}\left(1, f_{6}\right)<0$.
Therefore, $f_{6}$ does not support the efficiently testing criteria.
(iv)

$$
\begin{aligned}
& \stackrel{\rightharpoonup}{W}_{0.9}\left(1, f_{9}\right)=\left[\begin{array}{c}
16+0.43 V_{1}\left(1, f_{9}\right)+0.21 V_{1}\left(2, f_{9}\right) \\
15.2+0.43 V_{2}\left(1, f_{9}\right)+0.21 V_{2}\left(2, f_{9}\right)
\end{array}\right] \\
& \stackrel{\rightharpoonup}{W}_{0.9}\left(2, f_{9}\right)=\left[\begin{array}{c}
18.4+0.51 V_{1}\left(1, f_{9}\right)+0.1 V_{1}\left(2, f_{9}\right) \\
20.2+0.51 V_{2}\left(1, f_{9}\right)+0.1 V_{2}\left(2, f_{9}\right)
\end{array}\right]
\end{aligned}
$$

So, we obtain two sets of simultaneous equations.

$$
\begin{aligned}
& V_{1}\left(1, f_{9}\right)=44.55, V_{1}\left(2, f_{9}\right)=45.48 \\
& V_{2}\left(1, f_{9}\right)=43.71, V_{2}\left(2, f_{9}\right)=46.99
\end{aligned}
$$

Because $\vec{e}_{1}\left(1, f_{9}\right)<0$.
Therefore, $f_{9}$ does not support the efficiently testing criteria.
Accordingly, $E=\left\{f_{2}, f_{3}\right\}, B=\left\{f_{3}\right\}$.
II. Using the efficiently testing criteria to test the policies adjacent to $f_{2}$, from the result we can know that they cannot support the efficiently testing criteria. Consequently, $E=\left\{f_{2}, f_{3}\right\}, B=\left\{f_{2}, f_{3}\right\}$.
III. Because, $E=B$, the sets of efficient stationary strategies $E_{s}(\alpha)=\left\{f_{2}, f_{3}\right\}$ and its respective total mean target vector are:

$$
\begin{aligned}
& \stackrel{\rightharpoonup}{W}_{0.9}\left(1, f_{2}\right)=\left[\begin{array}{l}
82.76 \\
92.19
\end{array}\right] \\
& \vec{W}_{0.9}\left(2, f_{2}\right)=\left[\begin{array}{l}
67.87 \\
76.18
\end{array}\right] \\
& \vec{W}_{0.9}\left(1, f_{3}\right)=\left[\begin{array}{l}
82.96 \\
92.08
\end{array}\right] \\
& \vec{W}_{0.9}\left(2, f_{3}\right)=\left[\begin{array}{l}
67.37 \\
74.53
\end{array}\right] .
\end{aligned}
$$

## 5 Conclusion

In this study, we analyze the mean arrival time and variance of stochastic Petri nets with the semi-Markov process. This approach rely on the flow chart theory, each part on the flow chart has two parameters $\left(P_{a}, \tilde{t}_{a}\right), P_{a}$ represents the probability of this path, while $\tilde{t}_{a}$ represents the time variable. Regarding the reachable states of Petri nets, we take the three basic internet types: serial, parallel and self-loop as basis and assume that the time variables of each path are mutually independent. Finally, we take into account the software vulnerability patch management concept of the discounted multi-objective semi-Markov decision process to obtain the total set of efficient extreme points.
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